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A B S T R A C T

We study the temporal distribution of wave energy in a wave field that is generated by the reflection of a wave
spectrum from a vertical wall. Weakly nonlinear wave fields over finite, constant depth are considered, and
the reflection induces large correlations between different wave components of the wave field. The nonlinear
time evolution of such an inhomogeneous random wave field is studied by means of an equation developed by
Crawford, Saffman and Yuen in 1980. We show that, depending on the spectrum and the water depth, there is
a significant increase in the probability of freak waves, whose height is more than twice the significant wave
height, created by the reflection off the wall.
1. Introduction

Coastal regions around the world are densely settled, popular for
leisure activities, and home to critical infrastructure. While these loca-
tions thrive because of their proximity to the sea, that sea also presents
a threat which must be guarded against. Coastal defenses in the form
of sea walls and breakwaters are erected to protect against incursions
of the sea, and yet the risk of damage looks set to increase as sea
levels rise (Dawson et al., 2016). Damage to the seawall at Dawlish
during winter storms in 2014 led to closures of the London to Penzance
railway, the sole rail link between Devon and Cornwall and the rest
of England, for two months, and caused significant socio-economic
damage to the South West. Such coastal defenses protect more than
1000 km of the British coast, and many other coastlines worldwide.

The need to study the effects of waves on sea walls is clear. While
modern computational fluid dynamics simulations can shed light on
details of a wave impact (Liu et al., 2019), and numerous experimen-
tal studies have been performed on the forces exerted by breaking
waves on vertical walls (Hattori et al., 1994; Bullock et al., 2007),
the longevity of defensive structures in severe storms must also be
considered from a statistical perspective.

In this article we will investigate the probability distribution of
wave heights caused by reflection, with a view to informing inhabitants
of coastal regions of hazardous ocean conditions. The model under
investigation has as input a wave spectrum for the attacking waves
and a constant water depth. The output is the time evolution of a
correlation matrix, from which the spectral evolution can be extracted,
including a time series of the variance of the free surface elevation and
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the probability of exceedance for the wave height. The reflection is
modeled through a Neumann boundary condition at the solid, vertical
wall. Different types of reflection are possible but we do not investigate
them here.

The equation behind this model was originally derived by Crawford
et al. (1980), and we therefore call it the CSY equation. It mod-
els the nonlinear evolution of a statistically inhomogeneous random
wave field, i.e. a random wave field including non-trivial correlations
between different wave components.

To the best of our knowledge, only two equations have been de-
veloped to model inhomogeneous ocean wave fields: the CSY equation
and the Alber equation, see Alber (1978). In both of these models,
when the underlying sea state is statistically homogeneous, all the wave
components are completely independent of each other and the wave
heights follow a Rayleigh distribution to lowest order. These model
equations can only produce a different outcome when correlations
between wave modes are introduced into the system, the effects of
which have gained increasing attention in recent years (see e.g. Ribal
et al. (2013), Gramstad (2017), Athanassoulis and Gramstad (2021)).
The source of such initial correlations is not yet fully understood,
despite some preliminary results of Regev et al. (2008) and Andrade
and Stiassnie (2020a). Obstacles, such as walls, offer a natural way to
correlate different wave components, thus naturally requiring the use
of inhomogeneous evolution equations for the study of the resulting
wave fields.

This paper is organized as follows: in Section 2, we introduce the
linear water wave problem, discuss the influence of a vertical wall,
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and introduce the free surface variance. Section 3 discusses the weakly
nonlinear theory for deterministic (Zakharov equation) and stochastic
wave fields (CSY equation). The variance of the free surface, a key
concept in the subsequent discussion, is introduced in Section 3.2. The
reflection of a wave spectrum modeled via the CSY equation is treated
in Section 4, which presents numerical simulations for numerous cases
of interest. These numerical simulations give rise to changes in freak-
wave statistics, which are the topic of Section 5, which explores the
departures from homogeneity and their influence on extreme waves.
Finally, Section 6 presents some discussions and concluding remarks.
Kernels used in the finite-depth computations are presented in an
Appendix.

2. Linear theory

The problem of linear water waves propagating over constant depth
ℎ and reflected from a vertical wall at 𝑥 = 0 is governed by the
following equations

△ 𝜙 = 0, in −∞ < 𝑥 < 0 and −ℎ < 𝑧 < 0, (1)

𝜙𝑧 = 0, on 𝑧 = −ℎ, (2)

𝜂𝑡 = 𝜙𝑧, on 𝑧 = 0, (3)

𝜙𝑡 = −𝑔𝜂, on 𝑧 = 0, (4)

𝜙𝑥 = 0, on 𝑥 = 0 and all 𝑡. (5)

In these equations 𝜂(𝑥, 𝑡) is the free surface elevation, 𝜙(𝑥, 𝑧, 𝑡) is the
velocity potential and 𝑔 is the acceleration due to gravity, for which we
will use the numerical value 𝑔 = 9.81 ms−2. Note that by differentiating
Eq. (4) with respect to 𝑥 it follows that 𝜂𝑥(0, 𝑡) = 0.

A solution of these equations, suitable for numerical computation,
can be obtained as follows. Given 𝑁 different waves with positive wave
numbers 𝑘1,… , 𝑘𝑁 , the profile of the incoming wave field is given by
superposition:

𝜂𝐼 (𝑥, 𝑡) =
1
2𝜋

𝑁
∑

𝑗=1

√𝜔𝑗

2𝑔
𝐵𝑗𝑒

𝑖𝑘𝑗𝑥𝑒−𝑖𝜔𝑗 𝑡 + 𝑐.𝑐. (6)

here 𝑐.𝑐. denotes the complex conjugate of the preceding expression.
his solves Eqs. (1)–(4) provided that the frequencies 𝜔𝑗 and the wave
umbers 𝑘𝑗 satisfy the dispersion relation

2 = 𝑔𝑘 tanh(𝑘ℎ). (7)

In Eq. (6) the complex amplitude 𝐵𝑗 is related to the amplitude 𝑎𝑗
nd phase 𝜒𝑗 of each wave, by means of the following relations, see Mei
t al. (2018) equation (14.7.39):

𝑎𝑗 =
1
𝜋

√𝜔𝑗

2𝑔
|𝐵𝑗 |. (8)

𝜒𝑗 = arg(𝐵𝑗 ). (9)

In order to enforce the boundary condition at 𝑥 = 0 we use the
method of images. Since the problem is linear, this amounts to adding
a mirror reflection of the incoming waves, thus defining the reflected
wave field by

𝜂𝑅(𝑥, 𝑡) = 𝜂𝐼 (−𝑥, 𝑡) =
1
2𝜋

𝑁
∑

𝑗=1

√𝜔𝑗

2𝑔
𝐵𝑗𝑒

−𝑖𝑘𝑗𝑥𝑒−𝑖𝜔𝑗 𝑡 + 𝑐.𝑐. (10)

The free surface is then given by

𝜂 = 𝜂𝐼 + 𝜂𝑅 = 1
𝜋

𝑁
∑

𝑗=1

√𝜔𝑗

2𝑔
𝐵𝑗 cos(𝑘𝑗𝑥)𝑒

−𝑖𝜔𝑗 𝑡 + 𝑐.𝑐. (11)

Note that the free surface is an even function of 𝑥 and so 𝜂𝑥(0, 𝑡) = 0.
It is written as a superposition of simple standing waves defined for all
𝑥. Also note that 𝜂(0) = 2𝜂𝐼 (0), so the amplitude of the standing waves
is twice the amplitude of the incident waves.
2

w

We now turn to the stochastic case, where we let 𝐵1,… , 𝐵𝑁 be
ndependent, mean zero, random variables and ⟨⋅⟩ denote an ensemble
verage. We are interested in obtaining the statistics of the free surface
t the wall, i.e. at 𝑥 = 0.

The first order moment, i.e. the mean surface elevation, is zero since
𝐵𝑗⟩ = 0, for every 𝑗 = 1,… , 𝑁 . The second order moment, i.e. the
ariance of the free surface is

0(𝑥) = ⟨𝜂2(𝑥, 𝑡)⟩ = 1
2𝑔𝜋2

[ 𝑁
∑

𝑗=1
𝜔𝑗𝐶𝑗

(

1 + cos(2𝑘𝑗𝑥)
)

]

. (12)

This equation is obtained by using the independence of the complex
amplitudes, so that ⟨𝐵𝑖𝐵∗

𝑗 ⟩ = 0 for all 𝑖 ≠ 𝑗, and denoting by 𝐶𝑗 = ⟨|𝐵𝑗 |
2
⟩

the variance of each 𝐵𝑗 for 𝑗 = 1,… , 𝑁 . This variance can be related
directly to the amplitude of each mode via

𝐶𝑗 =
2𝑔𝜋2

𝜔𝑗
⟨𝑎2𝑗 ⟩. (13)

Note that the variance of the free surface does not depend on 𝑡, even
though 𝜂 does. At 𝑥 = 0, the variance is

𝜌0(0) =
1

𝑔𝜋2

𝑁
∑

𝑗=1
𝜔𝑗𝐶𝑗 . (14)

This variance is four times larger than the variance of the purely
incident wave field.

3. Nonlinear theory

The method of images provides more than just a technique for ad-
dressing boundary conditions. It provides the insight that the problem
on the half line, i.e. 𝑥 < 0 can be viewed as a problem on the full
ine by reflecting the waves along the line 𝑥 = 0. Experimental and
umerical work by Christou et al. (2009) has demonstrated the utility of
his approach in treating reflection of waves from a vertical wall. This
s convenient since, in the nonlinear case, the free surface elevation is
iven by the following equation

(𝑥, 𝑡) = 1
2𝜋

𝑁
∑

𝑗=−𝑁

√𝜔𝑗

2𝑔
𝐵𝑗 (𝑡)𝑒

𝑖(𝑘𝑗𝑥−𝜔𝑗 𝑡) + 𝑐.𝑐. (15)

ere and in the following, the index 𝑗 = 0 is excluded from every sum
ign. The principal difference with the linear case is that the complex
mplitudes are now time dependent. Their evolution is governed by
he Zakharov equation, see Zakharov (1968), which reduces in the dis-
retized form to the following system of nonlinear ordinary differential
quations

𝑑
𝑑𝑡

𝐵𝑗 = −𝑖
𝑁
∑

𝑚,𝑛,𝑝=−𝑁
𝑇𝑗,𝑚,𝑛,𝑝𝛿

𝑛,𝑝
𝑗,𝑚𝑒

𝑖𝛥𝑛,𝑝𝑗,𝑚𝑡𝐵∗
𝑚𝐵𝑛𝐵𝑝, for 𝑗 = −𝑁,… , 𝑁 , 𝑗 ≠ 0.

(16)

ere 𝛿𝑛,𝑝𝑗,𝑚 is the Kronecker delta

𝑛,𝑝
𝑗,𝑚 =

{

1 if 𝑘𝑗 + 𝑘𝑚 = 𝑘𝑛 + 𝑘𝑝,
0 otherwise,

(17)

hich imposes a resonance condition on quartets of waves. The fre-
uency detuning is 𝛥𝑛,𝑝

𝑗,𝑚 = 𝜔𝑗+𝜔𝑚−𝜔𝑛−𝜔𝑝 and 𝑇𝑗,𝑚,𝑛,𝑝 is a kernel which
ncapsulates the water wave problem up to third order in nonlinearity
see Mei et al. (2018), Ch. 14 for a detailed derivation).

In the original Zakharov equation the kernel was derived for infinite
epth. In finite depth, the symmetric kernels 𝑇𝑗,𝑗,𝑗,𝑗 and 𝑇𝑗,𝑚,𝑗,𝑚 are not
niquely defined, and must be treated separately. This delicate issue
as first explored by Janssen and Onorato (2007) and Stiassnie and
ramstad (2009), and further details, including detailed expressions for

he kernels, are given in the Appendix. Other values of the kernel for
on-symmetric quartets 𝑘𝑗 +𝑘𝑚 = 𝑘𝑛 +𝑘𝑝 with 𝑗, 𝑚, 𝑛 and 𝑝 distinct are
ell defined and given in Krasitskii (1994) or Mei et al. (2018).
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The kernel 𝑇𝑝,𝑝,𝑝,𝑝, which governs modulational instability of a
narrow-banded wave train, changes sign at 𝑘𝑝ℎ = 1.363. For shallower
depths ℎ < 1.363∕𝑘𝑝 we see the disappearance of nonlinear focusing,
as reported in Janssen and Onorato (2007), which represents the
diminishing contribution of four wave interactions as depth decreases.

The deterministic Zakharov equation requires the provision of suit-
able initial conditions, from which the time evolution may be com-
puted. In the presence of a wall these initial conditions must satisfy
the following symmetry condition:

𝐵−𝑗 = 𝐵𝑗 , for all 𝑗 = 1,… , 𝑁 . (18)

It can be shown that this symmetry condition is preserved by the
Zakharov equation, i.e., any solution that satisfies relation (18) at 𝑡 = 0,
satisfies it for all 𝑡 > 0, ensuring that the Neumann boundary condition
at 𝑥 = 0 is always satisfied.

3.1. The CSY equation

The development of a statistical theory for inhomogeneous, nonlin-
ear waves by Crawford et al. (1980) culminated in an equation for the
one-time, two-wave number correlation function which we call the CSY
equation. Following their derivation of the equation, we assume that
the complex amplitudes 𝐵𝑗 (𝑡) are mean zero random variables. Since
the first order moments vanish, the next quantities of interest are the
second order moments, also known as the one-time two-wave number
correlation functions

𝑅𝑖𝑗 (𝑡) = ⟨𝐵𝑖(𝑡)𝐵∗
𝑗 (𝑡)⟩. (19)

Note that 𝑅𝑖𝑗 = 𝑅∗
𝑗𝑖 and we assume that ⟨𝐵𝑖𝐵𝑗⟩ = 0, in accordance

with the random phase model.1 The CSY equation is obtained under
the following moment closure hypothesis, which is assumed to be valid
throughout the evolution of the system

⟨𝐵∗
𝑗𝐵

∗
𝑚𝐵𝑛𝐵𝑝⟩ = 𝑅𝑛𝑗𝑅𝑝𝑚 + 𝑅𝑝𝑗𝑅𝑛𝑚. (20)

Note that the Gaussian distribution satisfies this condition exactly, so
this closure is consistent with assuming that the wave field is nearly
Gaussian.

The equation that governs the time evolution of the correlation 𝑅𝑖𝑗 ,
for all 𝑖, 𝑗 = −𝑁,… , 𝑁 is:

𝑑
𝑑𝑡

𝑅𝑖𝑗 = −2𝑖
𝑁
∑

𝑚,𝑛,𝑝=−𝑁
𝑇𝑖,𝑚,𝑛,𝑝 𝛿

𝑛,𝑝
𝑖,𝑚 𝑒−𝑖𝛥

𝑛,𝑝
𝑖,𝑚𝑡 𝑅𝑛𝑗𝑅𝑝𝑚

+ 2𝑖
𝑁
∑

𝑚,𝑛,𝑝=−𝑁
𝑇𝑗,𝑚,𝑛,𝑝 𝛿

𝑛,𝑝
𝑗,𝑚 𝑒𝑖𝛥

𝑛,𝑝
𝑗,𝑚𝑡 𝑅𝑖𝑛𝑅𝑚𝑝,

(21)

his is the CSY equation, a system of coupled nonlinear ODEs for the
ime-evolution of the correlations, which can be integrated numerically
or suitable initial conditions. As in the deterministic case the wall
nduces the following symmetry condition on the solution for all times
:
𝑅−𝑖,−𝑗 = ⟨𝐵−𝑖𝐵

∗
−𝑗⟩ = ⟨𝐵𝑖𝐵

∗
𝑗 ⟩ = 𝑅𝑖𝑗 , for all 𝑖, 𝑗 = −𝑁,… , 𝑁 ,

𝑅−𝑖,𝑗 = ⟨𝐵−𝑖𝐵
∗
𝑗 ⟩ = ⟨𝐵𝑖𝐵

∗
𝑗 ⟩ = 𝑅𝑖𝑗 , for all 𝑖, 𝑗 = −𝑁,… , 𝑁 ,

𝑅𝑖,−𝑗 = ⟨𝐵𝑖𝐵
∗
−𝑗⟩ = ⟨𝐵𝑖𝐵

∗
𝑗 ⟩ = 𝑅𝑖𝑗 , for all 𝑖, 𝑗 = −𝑁,… , 𝑁 .

(22)

In order to obtain initial conditions we let all complex amplitudes
f the attacking waves be independent of each other so

𝑖𝑗 (0) = 𝐶𝑗𝛿
𝑗
𝑖 , for all 𝑖, 𝑗 = 1,… , 𝑁 . (23)

his is called the homogeneity condition and has the following im-
ortant consequence: if we restrict ourselves to the attacking waves,
nly positive wave numbers are considered in Eq. (21), whereupon the

1 I.e. the wave modes have random, independent phases uniformly
istributed over the interval [0, 2𝜋].
3

r

correlation matrix given in Eq. (23) is a trivial solution of the CSY
equation. When the wall is introduced into the system by virtue of
relation (22), the amplitudes of the reflected waves are determined, but
more importantly inhomogeneous correlations between different wave
amplitudes are introduced into the system so that the correlation matrix
becomes

𝑅𝑖𝑗 =

⎧

⎪

⎨

⎪

⎩

𝐶𝑗 , for 𝑖 = 𝑗 and 𝑗 = −𝑁,… , 𝑁 ,
𝐶𝑗 , for 𝑖 = −𝑗 and 𝑗 = −𝑁,… , 𝑁 ,
0, otherwise.

(24)

Such a correlation matrix is not a trivial solution of Eq. (21) because
of the presence of inhomogeneous terms 𝑅𝑗,−𝑗 . Therefore without the
reflection, the evolution of the attacking waves is trivial at this order
(higher order contributions would lead to homogeneous kinetic equa-
tions relevant for much longer time-scales, as described in Gramstad
and Stiassnie (2013)). Once reflection is introduced one needs to in-
tegrate the CSY equation in time, using the correlation matrix (24) as
initial condition, in order to study the combined time evolution of the
incident and reflected wave fields. These computations are the subject
of the following sections.

3.2. Variance of the free surface

One of the most important features of the CSY equation is that it
lets us study the evolution of the variance of the free surface elevation.
The significance of the variance is that it is proportional to the energy,
see Holthuijsen (2010). The variance is

𝜌(𝑥, 𝑡) = ⟨𝜂2⟩ = 1
8𝑔𝜋2

𝑁
∑

𝑖,𝑗=−𝑁

√

𝜔𝑖𝜔𝑗

[

𝑅𝑖𝑗 𝑒
𝑖
((

𝑘𝑖−𝑘𝑗
)

𝑥−(𝜔𝑖−𝜔𝑗 )𝑡
)

+ 𝑐.𝑐.
]

(25)

Note that at 𝑡 = 0, 𝜌(𝑥, 0) = 𝜌0(𝑥) is given by Eq. (12).
The CSY equation has three known invariants: the total wave action

𝐴, momentum 𝐌 and a third invariant 𝐻̃ related to the Hamiltonian:

𝐴 =
𝑁
∑

𝑗=−𝑁
𝑅𝑗𝑗 , (26)

𝐌 =
𝑁
∑

𝑗=−𝑁
𝐤𝑗𝑅𝑗𝑗 , (27)

𝐻̃ =
𝑁
∑

𝑗=−𝑁
𝜔𝑗𝑅𝑗𝑗 − Im

[ 𝑁
∑

𝑗,𝑚,𝑛,𝑝=−𝑁
𝑇𝑗,𝑚,𝑛,𝑝𝛿

𝑛,𝑝
𝑗,𝑚𝛥

𝑛,𝑝
𝑗,𝑚 ∫

𝑡

0
𝑒𝑖𝛥

𝑛,𝑝
𝑗,𝑚𝑠𝑅𝑛𝑗𝑅𝑝𝑚 𝑑𝑠

]

.

(28)

hese invariants are used to monitor the accuracy of our numerical
olutions. Note that the value of the second invariant is always zero
ue to the reflection. The value of the third can be related to the initial
ariance of the free surface (14) via

̃ =
𝑁
∑

𝑗=−𝑁
𝜔𝑗𝑅𝑗𝑗 (0) = 2𝑔𝜋2𝜌0(0). (29)

. Reflection of a wave spectrum

Having established a non linear theory for the reflection of random
ater waves, we investigate the reflection of an attacking JONSWAP

pectrum given by,

(𝑘) = 𝛼
2𝑘3

exp

[

−5
4

(

𝑘
𝑘𝑝

)−2
]

𝛾
exp

[

−
(
√

𝑘
𝑘𝑝

−1
)2

∕2𝜎2
]

. (30)

This spectrum, which represents the attacking wave field, is taken for
positive wave numbers only.

In all cases 𝑘𝑝 = 1 m−1 is the peak of the spectrum. As JONSWAP
arameters we use 𝜎 = 0.08, and two values of 𝛾. When 𝛾 = 10 we

efer to the spectrum as narrow banded, and when 𝛾 = 3 we refer to a
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Table 1
Parameters of the JONSWAP spectrum for the example cases considered. Parameters 𝛼 and 𝛾 are energy
scale and peak-sharpening parameters, respectively. The corresponding spectra have average wave slope 𝜀,
root-mean-square wave height 𝐻𝑟𝑚𝑠, and significant wave height 𝐻𝑠 , all for 𝑘𝑝 = 1 m−1 . The subscript 0
refers to the field of linear standing waves, and 𝐻𝑠0 , 𝐻𝑟𝑚𝑠0 values are observed to be twice the 𝐻𝑠 , 𝐻𝑟𝑚𝑠
values. 𝜌0(0) denotes the linear variance at the wall 𝑥 = 0. 𝛱 is the dimensionless ‘width parameter’ (3.8)
of Ribal et al. (2013).

Case Attacking waves Linear standing wave field

𝛼 𝛾 𝜀 𝛱 𝐻𝑠 (m) 𝐻𝑟𝑚𝑠 (m) 𝜌0(0) (m2) 𝐻𝑠0 (m) 𝐻𝑟𝑚𝑠0 (m)

A 0.02 3 0.10 1.95 0.28 0.20 0.020 0.564 0.399
B 0.045 3 0.15 1.3 0.42 0.30 0.045 0.847 0.599
C 0.01 10 0.10 1.1 0.28 0.20 0.020 0.568 0.402
D 0.025 10 0.15 0.73 0.45 0.32 0.051 0.899 0.635
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broad banded spectrum. The choice of these values was influenced by
the experiments of Voermans et al. (2020).

For a given spectrum, the typical wave steepness is taken to be

𝜀 = 𝑘𝑝

√

2∫

∞

0
𝑆(𝑘) 𝑑𝑘. (31)

Moreover, the variance2 of the free surface elevation, for the attacking
waves, is given by

𝜌 = ∫

∞

0
𝑆(𝑘) 𝑑𝑘. (32)

The root-mean-square wave height 𝐻𝑟𝑚𝑠 and significant wave height
𝐻𝑠 for the spectrum of attacking waves are given by

𝐻𝑟𝑚𝑠 =
√

8𝜌, (33)

𝐻𝑠 = 4
√

𝜌. (34)

he four cases investigated, each corresponding to different JONSWAP
pectra, are presented in Table 1 together with the calculated values of
𝑟𝑚𝑠 and 𝐻𝑠.

From Eqs. (30) and (31) we can show that 𝛼 = 𝛼(𝜀, 𝛾). Then, based
n Buckingham’s Pi theorem any dependent variable such as 𝜌(0, 𝑡),
an be written as 𝜌̃(0,

√

𝑔𝑘𝑝𝑡) = 𝑓 (𝜀, 𝛾, 𝑘𝑝ℎ,
√

𝑔𝑘𝑝𝑡). Note that according
to Ribal et al. (2013), in deep water the JONSWAP spectrum must
be narrow, meaning that their ‘dimensionless width’ parameter 𝛱 =
𝜀∕𝛼𝛾 < 1. The values of 𝛱 are given in Table 1.

In order to integrate the CSY equation numerically the wave number
domain is discretized into 𝑁 = 81 evenly spaced wave numbers over
the interval [0.25, 2.25]. The size of each bin is 𝑑𝑘 = 0.025 m−1. The
variance of the amplitude of the wave 𝑘𝑗 is obtained by integrating the
spectrum over the bin [𝑘𝑗 , 𝑘𝑗 + 𝑑𝑘], so

⟨𝑎2𝑗 ⟩

2
= ∫

𝑘𝑗+𝑑𝑘

𝑘𝑗
𝑆(𝑘) 𝑑𝑘 ≈ 𝑑𝑘𝑆(𝑘𝑗 ). (35)

From this and Eq. (13), one obtains the following relation between
𝑆(𝑘𝑗 ) and 𝐶𝑗

𝐶𝑗 =
4𝑔𝜋2

𝜔𝑗
𝑆(𝑘𝑗 )𝑑𝑘. (36)

he reflected spectrum is

−𝑗 = 𝐶𝑗 , for 𝑗 = 1,… , 𝑁 , (37)

nd the initial condition for the numerical solver is now available
hrough Eq. (24).

The numerical integration of the CSY equation is computed using
ATLAB’s ode45 routine with relative and absolute tolerances set to

0−12. Although the symmetry condition (22) reduces the number of
quations considerably, with 𝑁 = 81 modes for the incoming waves the
otal number of equations is 1681, each with hundreds of thousands of

2 Under the assumption of statistical homogeneity.
4

s

Table 2
Conservation of the total wave action 𝐴 and the third invariant 𝐻̃, for each of the
four cases A–D and four water depths considered, demonstrating the accuracy of the
numerical solution.

Case Depth 𝐴 Relative error 𝐻̃ Relative error

A(𝜀 = 0.1, 𝛾 = 3)

1 0.69 2.69×10−13 1.93 1.20×10−9
1.8 0.62 2.77×10−14 1.93 8.26×10−10
3.6 0.60 9.28×10−16 1.93 6.67×10−10
10 0.60 4.65×10−15 1.93 7.78×10−10

B(𝜀 = 0.15, 𝛾 = 3)

1 1.55 6.05×10−13 4.34 4.72×10−9
1.8 1.39 6.23×10−14 4.34 4.62×10−9
3.6 1.34 9.90×10−16 4.34 1.59×10−7
10 1.34 2.42×10−14 4.34 7.05×10−7

C(𝜀 = 0.1, 𝛾 = 10)

1 0.71 3.86×10−13 1.95 1.49×10−9
1.8 0.63 8.74×10−16 1.95 6.83×10−10
3.6 0.62 1.08×10−15 1.95 5.61×10−8
10 0.63 8.66×10−15 1.95 3.90×10−7

D(𝜀 = 0.15, 𝛾 = 10)

1 1.77 9.59×10−13 4.89 7.08×10−9
1.8 1.59 5.59×10−16 4.89 8.28×10−9
3.6 1.54 1.48×10−13 4.89 1.64×10−5
10 1.54 1.03×10−13 4.89 1.58×10−5

terms. A modest number of modes is therefore necessary to keep the
problem computationally tractable.

No analytical solutions with such a large number of modes are
available for the CSY, therefore the accuracy of the numerical scheme
is paramount. This accuracy can be quantified by tracking the relative
errors of the invariants 𝐴 and 𝐻̃ , as given in Table 2. The very small
rrors in 𝐴 and 𝐻̃ observed throughout our simulations – and the fact
hat the second invariant is zero and is perfectly conserved by the
umerical solver – gives confidence in the accuracy of the solution.

The results of the time evolution of the spectrum and the variance
f the free surface are plotted in Figs. 1(a), 1(b), 2(a) and 2(b). The
ime domain is [0, 𝑡𝑓 = 1200 s], which corresponds to between 520 and
00 periods of the peak wave. The panels on the left show plots of the
ime evolution of the spectrum; the initial spectrum (blue broken line),
he spectrum at 𝑡𝑓 = 1200 s (yellow dotted line) and the red solid line
s the time-averaged spectrum

̃ 𝑗𝑗 =
1
𝑡𝑓 ∫

𝑡𝑓

0
𝑅𝑗𝑗 (𝜏) 𝑑𝜏. (38)

he panels on the right show the time series of the variance at the wall
at 𝑥 = 0) normalized as

̃(0, 𝑡) = 𝜌(0, 𝑡)∕𝜌0(0), (39)

here 𝜌 is given by Eq. (25) and 𝜌0(0) by Eq. (14). The values of 𝜌0(0)
re given in Table 1.

Note that the spectrum of standing waves is an even function of 𝑘.
onsequently, Figs. 1(a), 1(b), 2(a) and 2(b) depict only positive wave
umbers (left panels). On the other hand, the plots of the variance are
or the field of standing waves, normalized by their linear variance 𝜌0(0)
right panels).

For case A with moderately steep waves (𝜀 = 0.1) and a broad

pectrum (𝛾 = 3) the results of the spectral evolution are depicted
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in Fig. 1(a). These reveal that hardly any interaction takes place, and
there is little change in the spectral shape regardless of the depth. The
variance shows some rapid oscillations, particularly for greater depth,
but there is little overall change.

Increasing the steepness of the attacking waves to 𝜀 = 0.15 (case
B), has a destabilizing effect which depends on the water depth. From
Fig. 1(b) one can see that no meaningful interaction occurs for shal-
lower depths of ℎ = 1 m and ℎ = 1.8 m, due to the absence of strong
our-wave interactions. When the depth increases, the change in the
pectrum and, more notably, the evolution of the variance, show that
ome meaningful nonlinear interaction takes place. Considering the
ariance for depths of ℎ = 3.6 m and ℎ = 10 m one observes a long
arm up period, of about 300 peak periods for ℎ = 3.6 m and 200 peak
eriods for ℎ = 10 m. This period is characterized by a steady increase
n the maximum oscillations of the variance, as if the oscillations were
odulated by a slowly increasing monotonic envelope. Solutions of the
SY equation typically exhibit a warm up period, which has previously
een observed in the evolution of degenerate quartets by Stuhlmeier
nd Stiassnie (2019) and in systems involving many modes studied
y Andrade and Stiassnie (2020b) and Andrade and Stiassnie (2020a).
t is also reminiscent of the time-evolution of resonant amplitudes for
tanding waves reported in Bryant and Stiassnie (1994).

Case C considers a narrow spectrum (𝛾 = 10) of moderately steep
aves (𝜀 = 0.1), and the results shown in Fig. 2(a) are similar to those
f case B for depths ℎ = 1 m, and 1.8 m. For depths of ℎ = 3.6 m the

warm up period seems to be very long, as the range of the oscillations
grows steadily up to the end of the numerical simulation. For ℎ = 10
m growth persists until 𝑡 = 700 s, from which point the variance shows
a complex oscillatory pattern. On the other hand, the time averaged
spectrum is slightly broader, indicating that on average there is energy
exchange and a net energy transfer away from the spectral peak.

Once again an increase in the steepness, from 𝜀 = 0.1 to 𝜀 = 0.15
(case D), as depicted in Fig. 2(b), has a strong effect on the subsequent
nonlinear evolution. For ℎ = 1 m the interaction is nearly negligible,
while some minor interactions are visible for ℎ = 1.8 m. On the other
hand, the interaction for depths ℎ = 3.6 m and ℎ = 10 m is significant.
Note that in both cases the warm up period is about 200 s (or about
100 peak periods) and it is followed by rapid, disordered oscillations
of the variance capable of reaching up to four times the values of the
linear variance. The spectral evolution shows a significant broadening
of the spectrum, a clear indication of energy exchange among wave
components.

In all the cases considered herein, the variance was normalized in
such a way that its initial value is always one. However, as is visible
in all of the plots in Figs. 1(a), 1(b), 2(a) or 2(b), the variance adjusts
almost immediately to a somewhat larger value. This adjustment is a
consequence of nonlinear interaction giving rise to new correlations
among modes. During the time evolution, it was observed that several
inhomogeneous terms 𝑅𝑖,𝑗 were rapidly activated. Their contribution to
the variance causes this fast, initial change.

The evolution of the system for depths of ℎ = 10 m was also
compared with the evolution over water of infinite depth. The latter
yielded results that are indistinguishable from the plots in Figs. 1(a),
1(b), 2(a) and 2(b).

5. Wave height statistics

We shall discuss three key statistics when describing ocean waves:
the variance of the free surface elevation 𝜌, the root-mean-square wave
height 𝐻𝑟𝑚𝑠 and the significant wave height 𝐻𝑠. The variance of the free
surface 𝜌 is the main outcome of the CSY equation, given in Eq. (25).
At the wall, it is given by evaluating at 𝑥 = 0. In the linear case, the
variance is given by 𝜌0(0), see Eq. (14), and the values of 𝐻𝑟𝑚𝑠 and 𝐻𝑠
are given in Table 1. Note that the main difference between the linear
variance and the nonlinear inhomogeneous one is that the latter is not
stationary.
5

In order to use the time-dependent variance to establish wave
height statistics we follow the approach developed by Regev et al.
(2008). Their method consists in taking the Rayleigh distribution as
a starting distribution for the wave heights, in accordance with the
weakly Gaussian assumption. Then for any given time 𝑡

𝐹 (𝐻̂,𝑡) = 𝑃 (𝐻 ≤ 𝐻̂) = 1 − exp
[

− 𝐻̂2

8𝜌(0, 𝑡)

]

= 1 − exp

[

−
(

𝐻̂
𝐻𝑟𝑚𝑠(𝑡)

)2
]

.

(40)

ote that in the last equality Eq. (33) was used for the time-dependent
.m.s. wave height.

Normalizing by 𝐻𝑟𝑚𝑠0, which is obtained from Eq. (33) with 𝜌0(0)
eplacing 𝜌(0, 𝑡), yields

(𝐻̂, 𝑡) = 1−exp

[

−
(

𝐻̂
𝐻𝑟𝑚𝑠0

)2 𝜌0
𝜌(0, 𝑡)

]

= 1−exp

[

−
(

𝐻̂
𝐻𝑟𝑚𝑠0

)2 1
𝜌̃(0, 𝑡)

]

.

(41)

hus, at any give time 𝑡, the wave height probabilities can be obtained
rom the values of the normalized variance.

In order to obtain wave height probabilities throughout the entire
imulated time domain [0, 𝑡𝑓 ] one time averages 𝐹 (𝐻̂, 𝑡) obtaining

(𝐻̂) = 1
𝑡𝑓 ∫

𝑡𝑓

0
𝐹 (𝐻̂, 𝜏)𝑑𝜏. (42)

In Regev et al. (2008) this last step is formally different, as the integra-
tion over time is replaced by an integral with respect to the probability
density function of 𝜌. However, as noted by Andrade and Stiassnie
(2020b), both approaches are equivalent.

The probability that the wave height exceeds a certain value is

𝑃 (𝐻 ≥ 𝐻̂) = 1 − 𝐹 (𝐻̂). (43)

This exceedance probability of the wave heights, obtained from the
volution of the normalized variance 𝜌̃, through Eqs. (42) and (43), is
nfluenced by depth. In the shallower cases, ℎ = 1 m and ℎ = 1.8 m, it
s (essentially) Rayleigh distributed, regardless of 𝜀 and 𝛾, i.e. for both
arrow and broad banded spectra. This arises because the variance is
early constant due to a lack of significant nonlinear interactions in
uch cases. Since the peak wave is 𝑘𝑝 = 1 m−1, the influence of depth
apidly diminishes as one considers deeper cases, so any deviation from
he Rayleigh distribution is largely due to the spectral shape.

In Fig. 3 we plot the exceedance probabilities for cases B, C and D
nd depths of ℎ = 3.6 m and ℎ = 10 m. Exact values of the probabilities
re given in Table 3, where we present the probability of freak-wave
ccurrence, i.e. waves whose wave height is larger than twice the
ignificant wave height 𝐻𝑠0.

Note that Ribal et al. (2013), in an analysis based on the deep water
lber equation, find

(𝐻̂ > 2𝐻𝑠0) = 10−(1.8+1.5𝛱), (44)

whereas Andrade and Stiassnie (2020a,b), based on the deep water CSY
equation, yields the somewhat higher values

𝑃 (𝐻̂ > 2𝐻𝑠0) = 10−(1.5+1.2𝛱). (45)

For spectrum D (44) and (45) give 𝑃 (𝐻̂ > 2𝐻𝑠0) = 15 × 10−4 and
𝑃 (𝐻̂ > 2𝐻𝑠0) = 40 × 10−4, respectively. The latter compares quite well
with the results for case D with depths 𝑘𝑝ℎ = 3.6, 10.

Although we can compute the probability of extreme waves with
wave heights higher than three times the significant wave height, and
this is reported in Table 3, such values must be treated cautiously in
practice. Okamura (1987), Mercer and Roberts (1992) and others have
given upper bounds on the steepness of standing waves, which were
found to be 𝜀 ≈ 0.61. Considering a typical wave around the spectral
peak at 𝑘 = 1 with wave height 𝐻 , its steepness can be estimated as
𝑝
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Fig. 1. Numerical simulations for broad banded (𝛾 = 3) JONSWAP spectra at various water depths. Left panels: results of the spectral time evolution, for the incoming waves. The
blue dashed line is the initial spectrum. The red solid line is the time-averaged spectrum. The yellow dotted line is the spectrum at 𝑡𝑓 = 1200𝑠. Right panels: time series of the
normalized variance of the free surface at 𝑥 = 0. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
𝑘𝑝𝐻∕2. Above this threshold, waves must be expected to break. In Fig. 3
the black vertical lines indicates the normalized wave heights that
correspond to the breaking steepness. Thus, while it is formally possible
to compute statistics for higher waves, these should be understood in
the context of our model equations, which account for nonlinear wave–
wave interaction only, but not for dissipation by wave breaking, wind
input, or other potentially physically significant factors.

The statistics of a broad spectrum with moderate steepness, i.e. case
A (𝛾 = 3, 𝜀 = 0.1), were all governed by the Rayleigh distribution since,
s seen from Fig. 1(a), there was no significant nonlinear interaction
aking place at any depth. However, by increasing the steepness to
= 0.15 (case B with ℎ = 3.6 m and ℎ = 10 m), the upper panels of Fig. 3

reveal an increase in exceedance probabilities. Such an increase is more
pronounced in the deepest case. Likewise, as seen from Table 3, there is
about a three-fold increase in the probability of freak wave occurrence.

Surprisingly, the statistics obtained from a narrow spectrum (𝛾 = 10)
and steepness of 𝜀 = 0.10 were remarkably close to those of a broad
spectrum (𝛾 = 3) with 𝜀 = 0.15 at depths of ℎ = 3.6 m and ℎ = 10
m. Indeed, from the evolution of the spectral shape in Figs. 1(b) and
2(a), one can see some minor energy exchange happening between the
peak wave and its side bands, and almost no energy exchange away
6

from it. Their variances reach comparable values and, in particular for
ℎ = 3.6 m, they have similar shapes. All these similarities are reflected
in the statistics as well. Increasing the steepness of the narrow banded
case (case D) greatly amplifies the exceedance probabilities of the wave
heights, and in particular the probability of freak wave occurrence,
which is increased by a factor of 18 for deeper depths, see Table 3.

6. Discussion and conclusions

We have explored the effect of nonlinear four-wave interaction on
stochastic wave fields reflected from a wall by means of the CSY equa-
tion. This equation can be solved to directly yield the time-evolution of
the energy (variance) of a stochastic, weakly nonlinear wave field. In
contrast to previous work, we extend this CSY equation to account for
finite depth effects by a modification of the interaction kernels. As only
wave fields in constant, finite depth are considered, the mathematically
convenient JONSWAP spectrum is used to provide initial conditions for
the incident waves.

What is the significance of these results? For waves impacting
walls in moderate to large depths, the effects of nonlinear four-wave

interactions on the energy of the wave field are significant, and are seen
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Fig. 2. Numerical simulations for narrow banded (𝛾 = 10) JONSWAP spectra at various water depths. Left panels: results of the spectral time evolution, for the incoming waves.
The blue dashed line is the initial spectrum. The red solid line is the time-averaged spectrum. The yellow dotted line is the spectrum at 𝑡𝑓 = 1200𝑠. Right panels: time series of
the normalized variance of the free surface at 𝑥 = 0. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
to increase with wave steepness, as has been shown in experimental
work on wave–structure interaction by Sheikh and Swan (2005), Molin
et al. (2005) and others. Considering the statistics of extreme waves
at the wall, these are significantly altered, with a markedly increased
probability of observing extreme waves above twice the significant
wave-height.

We observe from the CSY that, although only the phases of incident
and reflected waves are initially correlated (by virtue of the chosen
initial conditions), this correlation quickly spreads among the modes.
This serves to emphasize the important role of inhomogeneity in such
interactions: for purely homogeneous evolution equations no evolution
of the wave field is possible at this order of nonlinearity. The initial
correlations begin a process wherein further correlations among the
wave modes are activated, which in turn gives rise to spatio-temporal
fluctuations of the variance (i.e. energy) throughout the wave field. One
main conclusion of this work is that these fluctuations are associated
with an increased probability of freak waves.

As the critical depth threshold of 𝑘𝑝ℎ ≈ 1.363 is approached from
above, four-wave interaction effects grow weaker, as first reported
by Benjamin (1967). This can be seen as a constraint between the
peak wavelength and depth. Indeed, our results suggest a markedly
7

increased probability of freak waves for 𝑘𝑝ℎ > 3.6, meaning that the
peak wavelength must be shorter than roughly twice the depth. For the
shallowest cases reported herein, the vast majority of wave modes in
the spectra studied undergo no meaningful interaction. Instead, in shal-
low waters near-resonant three wave interactions become increasingly
important, as do other bottom effects (see Stuhlmeier et al. (2019)). To
further explore such cases, an inclusion of nearly resonant three-wave
interactions, using e.g. the full, and substantially more cumbersome
equation (14.2.14) of Mei et al. (2018) as point of departure may be of
interest.

A second condition which governs an increased probability of freak
wave occurrence for waves reflected in water of constant depth is
that of a narrow attacking spectrum. Indeed, using the dimensionless
parameter 𝛱 = 𝜀∕𝛼𝛾, introduced by Ribal et al. (2013) as measure
of narrowness, we found that, for 𝛱 less than or approximately equal
to unity the wave field is prone to produce freak-waves. This can be
realized for large values of 𝛾 or steep wave fields, i.e. large values
of 𝜀. Otherwise the statistics of the random wave field are effectively
linear and the likelihood of observing freak-waves is predicted by the
Rayleigh distribution.
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Fig. 3. Exceedance probabilities for the wave height normalized by 𝐻𝑟𝑚𝑠0 in Cases B, C, and D for depths of ℎ = 3.6 m and ℎ = 10 m. Red solid line: 𝑃 (𝐻 ≥ 𝐻̂) computed from
he CSY equation. Black dashed line: probabilities taken from the Rayleigh distribution. 𝐻̂ = 𝐻𝑠0 at 1.42 and 𝐻̂ = 2𝐻𝑠0 at 2.82. Values to the right of the black vertical line have

steepness in excess of the approximate breaking threshold of 0.61.
Table 3
Probability of freak wave occurrence computed for cases A–D (corresponding to different combinations of average
wave slope 𝜀 and peak-sharpening parameter 𝛾) and water depths from 1 m to 10 m, as well as the Rayleigh
distribution. 𝑃 (𝐻̂ > 𝐻𝑠0) denotes the exceedance probability for the significant wave height, 𝑃 (𝐻̂ > 2𝐻𝑠0) that for
twice the significant wave height, and 𝑃 (𝐻̂ > 3𝐻𝑠0) that for three times the significant wave height. For each case
the ratios between the computed probabilities and those obtained from the Rayleigh distribution are shown in the
columns labeled 𝑃∕𝑅.

Case Depth 𝑃 (𝐻̂ > 𝐻𝑠0) 𝑃∕𝑅 𝑃 (𝐻̂ > 2𝐻𝑠0) 𝑃∕𝑅 𝑃 (𝐻̂ > 3𝐻𝑠0) 𝑃∕𝑅

A(𝜀 = 0.1, 𝛾 = 3)

1 0.14 1.08 3.73×10−4 1.11 0.19×10−7 1.27
1.8 0.14 1.08 4.05×10−4 1.21 0.23×10−7 1.53
3.6 0.14 1.08 4.16×10−4 1.24 0.24×10−7 1.60
10 0.14 1.08 4.18×10−4 1.24 0.25×10−7 1.67

B(𝜀 = 0.15, 𝛾 = 3)

1 0.14 1.08 4.29×10−4 1.28 0.26×10−7 1.73
1.8 0.15 1.15 5.25×10−4 1.56 0.41×10−7 2.73
3.6 0.15 1.15 6.55×10−4 1.95 1.31×10−7 8.73
10 0.15 1.15 10.3×10−4 3.07 8.66×10−7 59.1

C(𝜀 = 0.1, 𝛾 = 10)

1 0.14 1.08 3.74×10−4 1.11 0.19×10−7 1.27
1.8 0.14 1.08 4.15×10−4 1.24 0.24×10−7 1.60
3.6 0.14 1.08 4.95×10−4 1.47 0.71×10−7 4.73
10 0.14 1.08 10.9×10−4 3.24 19.69×10−7 131.3

D(𝜀 = 0.15, 𝛾 = 10)

1 0.14 1.08 4.45×10−4 1.32 0.3×10−7 2
1.8 0.15 1.15 6.12×10−4 1.82 0.6×10−7 4
3.6 0.16 1.23 60.7×10−4 18.07 1.2×10−4 8000
10 0.16 1.23 60.4×10−4 17.98 1.0×10−4 6666

Rayleigh any 0.13 3.36×10−4 0.15×10−7
t
t
t
e

The depth of ℎ = 1.8 m is comparable to that used in the experiments
of Voermans et al. (2020). The choice of JONSWAP parameters and
steepness of the attacking waves in our cases A and B, i.e. 𝛾 = 3
nd 𝜀 = 0.1, 𝜀 = 0.15 respectively, were made to compare with
heir experimental data. The results from our model show that the
esulting standing wave field shares similar statistical properties with
8

m

hose obtained from a field of linear standing waves; the amplitude of
he waves at the wall is twice the amplitude of the attacking waves, and
heir steepness is doubled accordingly. This could provide a theoretical
xplanation for some of their conclusions.

One critical issue that cannot be addressed within the present for-
alism, stemming as it does from the deterministic Zakharov equation,
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Fig. 4. Plot of the kernels 4𝜋2𝑇𝑝,𝑝,𝑝,𝑝 (blue solid line) and 4𝜋2𝑇𝑝,−𝑝,𝑝,−𝑝 (red broken line) as a function of dimensionless depth. The subscript 𝑝 stands for the peak wave 𝑘𝑝 = 1 m−1.
he kernel 𝑇𝑝,𝑝,𝑝,𝑝 vanishes at 𝑘𝑝ℎ = 1.363 and 𝑇𝑝,−𝑝,𝑝,−𝑝 vanishes at 𝑘𝑝ℎ = 1.04. For 𝑘𝑝ℎ tending to infinity the solid and broken lines approach the values of 1 and −1 respectively.
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s wave breaking. As noted above, the exceedance probabilities for
xtreme waves can be readily computed for arbitrary values of the
ave height, but non-breaking standing waves should not be expected
bove 𝜀 ≈ 0.61. However, the Zakharov equation which forms the
asis for the stochastic CSY model does not include the effects of
issipation. It may be possible to remedy this situation, along the lines
f work by Annenkov and Shrira (2013), by introducing dissipation and
ederiving a form of the stochastic CSY equation. A further possibility
ould be to explore alternatives to the Rayleigh distribution, such as

he composite Weibull distribution of Battjes and Groenendijk (2000),
hich offers an adjustment to the Rayleigh distribution in water of

inite depth which takes into account wave breaking. Both of these
lternatives would offer fruitful avenues for future work.

Recent years have also seen a great deal of interest in the incidence
f freak waves on variable depth, see e.g. Gramstad et al. (2013),
ashima and Mori (2019). As the underlying, deterministic Zakharov
quation has been derived only for constant depth, the present ap-
roach is not directly applicable. Indeed, while Iusim and Stiassnie
1985) extended the cubic self-interaction Zakharov kernel 𝑇 (𝑘, 𝑘, 𝑘, 𝑘)
o include the effects of slow depth variation, a general form for
rbitrary quartets is still unknown. Recently work has been under-
aken to extend the narrow-bandwidth Alber equation to a sloping bed
y Kluczek et al. (2021), although this unidirectional model cannot
nclude the effects of reflection.

Although we have concentrated herein on the reflection of waves
rom a wall, the methods and analysis developed can be applied to
ther types of obstacles. For instance, following Ursell (1947), one
ould consider submerged barriers. In this case the CSY equation used
erein remains unchanged, while the initial correlations would be
odified by the reflection coefficients. Likewise, it would be natural to

xtend the present work to directional spectra and thus waves incident
rom multiple angles, which would however require a considerable
ncrease in computational resource. These and other related problems
rovide material for significant future work.
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ppendix

The symmetric Zakharov kernels in finite depth exhibit singularities,
nd therefore require careful treatment. These kernels may be split into
wo parts (here we follow Stiassnie and Gramstad (2009)):

𝑇𝑗,𝑗,𝑗,𝑗 = 𝑇𝑅
𝑗,𝑗,𝑗,𝑗 + 𝑇 𝑆

𝑗,𝑗,𝑗,𝑗 . (46)

𝑗,𝑚,𝑗,𝑚 = 𝑇𝑅
𝑗,𝑚,𝑗,𝑚 + 𝑇 𝑆

𝑗,𝑚,𝑗,𝑚. (47)

he superscript 𝑅 denotes the so-called regular part and superscript 𝑆
he singular part of these kernels.

The kernels 𝑇𝑝,𝑝,𝑝,𝑝 and 𝑇𝑝,−𝑝,𝑝,−𝑝 are particularly important, as they
overn the modulational instability of a single wave-train and the
nteraction between an incident wave and its reflection, respectively.
or a wave 𝑘𝑝 = 1 m−1 and depths ranging from 0.5 m to 3 m, these two
ymmetric kernels are plotted in Fig. 4, normalized by their infinite-
epth values 𝑇𝑝,𝑝,𝑝,𝑝 = −𝑇𝑝,−𝑝,𝑝,−𝑝 = 𝑘3𝑝∕4𝜋

2. Note that 𝑇𝑝,𝑝,𝑝,𝑝 changes
sign at 𝑘𝑝ℎ = 1.363 and 𝑇𝑝,−𝑝,𝑝,−𝑝 does so at 𝑘𝑝ℎ = 1.04. As the depth
ends to zero, both kernels tend to infinity and when the depth tends
o infinity, the singular part vanishes and one recovers the usual values
f the infinite depth Zakharov kernel.

The analytical expressions of these kernels used throughout the
aper are given in the following. Recall that we are in one spatial
imension, and therefore write all wave vectors 𝐤𝑗 = (𝑘𝑗 , 0). We employ

the finite depth dispersion relation 𝜔2
𝑗 = 𝑔𝑘𝑗 tanh(𝑘𝑗ℎ) throughout. The

regular parts of the kernels are:

𝑇𝑅
𝑗,𝑗,𝑗,𝑗 =

𝑘2𝑗
2 6

(

9𝜔8
𝑗 − 10𝑔2𝑘2𝑗𝜔

4
𝑗 + 9𝑔4𝑘4𝑗

)

. (48)

32𝜋 𝑔𝜔𝑗
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𝑇 𝑅
𝑗,𝑚,𝑗,𝑚 =

𝑔
32𝜋2𝜔𝑗𝜔𝑚

{

−2
𝜔2
𝑗𝜔

2
𝑚

𝑔2
(

𝑘2𝑗 + 𝑘2𝑚
)

+ 1
𝜔2
𝑗−𝑚 − (𝜔𝑗 − 𝜔𝑚)2

{ [

𝜔𝑚(𝑘2𝑗 − 𝑘𝑗𝑘𝑚) − 𝜔𝑗 (𝑘2𝑚 − 𝑘𝑗𝑘𝑚)

]

×

[

−𝜔𝑚(𝑘2𝑗 − 3𝑘𝑗𝑘𝑚) + 𝜔𝑗 (𝑘2𝑚 − 3𝑘𝑗𝑘𝑚) + 2
𝜔2
𝑗𝜔

2
𝑚

𝑔2
(𝜔𝑗 − 𝜔𝑚)

]

− 𝜔2
𝑗−𝑚

[

(𝑘𝑗𝑘𝑚)2 + 2
𝜔𝑗𝜔3

𝑚

𝑔2
(𝑘2𝑗 − 2𝑘𝑗𝑘𝑚) − 2

𝜔2
𝑗𝜔

2
𝑚

𝑔2
(𝑘2𝑗 + 𝑘2𝑚 − 3𝑘𝑗𝑘𝑚)

+ 2
𝜔3
𝑗𝜔𝑚

𝑔2
(𝑘2𝑚 − 2𝑘𝑗𝑘𝑚) +

𝜔2
𝑗𝜔

2
𝑚

𝑔4
(𝜔2

𝑗 − 𝜔𝑗𝜔𝑚 + 𝜔2
𝑚)

2

]}

− 1
𝜔2
𝑗+𝑚 − (𝜔𝑗 + 𝜔𝑚)2

{ [

𝜔𝑚(𝑘2𝑗 + 𝑘𝑗𝑘𝑚) + 𝜔𝑗 (𝑘2𝑚 + 𝑘𝑗𝑘𝑚)

]

×

[

𝜔𝑚(𝑘2𝑗 + 3𝑘𝑗𝑘𝑚) + 𝜔𝑗 (𝑘2𝑚 + 3𝑘𝑗𝑘𝑚) + 2
𝜔2
𝑗𝜔

2
𝑚

𝑔2
(𝜔𝑗 + 𝜔𝑚)

]

𝜔2
𝑗+𝑚

[

(𝑘𝑗𝑘𝑚)2 − 2
𝜔𝑗𝜔3

𝑚

𝑔2
(𝑘2𝑗 + 2𝑘𝑗𝑘𝑚) − 2

𝜔2
𝑗𝜔

2
𝑚

𝑔2
(𝑘2𝑗 + 𝑘2𝑚 + 3𝑘𝑗𝑘𝑚)

]

− 2
𝜔3
𝑗𝜔𝑚

𝑔2
(𝑘2𝑚 + 2𝑘𝑚𝑘𝑗 ) +

𝜔2
𝑗𝜔

2
𝑚

𝑔4
(𝜔2

𝑗 + 𝜔𝑗𝜔𝑚 + 𝜔2
𝑚)

2

}}

.

(49)

These equations correspond to equations (3.8b) and (3.9b) of Stiassnie
and Gramstad (2009).

The singular parts of the kernels are:

𝑇 𝑆
𝑗,𝑗,𝑗,𝑗 = −

𝑔
16𝜋2

4𝑘2𝑗

[

1 +
𝐶𝑔 𝑗
𝑘𝑗𝜔𝑗

(

𝑘2𝑗 −
𝜔4
𝑗

𝑔2

)]

+ 𝑔ℎ
𝜔2
𝑗

(

𝑘2𝑗 −
𝜔4
𝑗

𝑔2

)2

𝑔ℎ − 𝐶𝑔
2
𝑗

. (50)

In this equation 𝐶𝑔𝑗 denotes the group velocity of the wave 𝑘𝑗 . This
equation corresponds to equation (4.10) of Stiassnie and Gramstad
(2009), except for a misprint corrected by Xu et al. (2012). And:

𝑇 𝑆
𝑗,𝑚,𝑗,𝑚 = −

𝑔
32𝜋2(𝑔ℎ − 𝐶𝑔

2
𝑚)

{ (

𝑘2𝑗 −
𝜔4
𝑗

𝑔2

)(

𝑘2𝑚 −
𝜔4
𝑚

𝑔2

)

𝑔ℎ
2𝜔𝑗𝜔𝑚

+ 𝑘𝑗𝑘𝑚

[

2 +
𝐶𝑔𝑚
𝑘𝑚𝜔𝑚

(

𝑘2𝑚 −
𝜔4
𝑚

𝑔2

)]

+
𝐶𝑔𝑚𝑘𝑚
𝜔𝑗

(

𝑘2𝑗 −
𝜔4
𝑗

𝑔2

) }

−
𝑔

32𝜋2(𝑔ℎ − 𝐶𝑔
2
𝑗 )

{ (

𝑘2𝑗 −
𝜔4
𝑗

𝑔2

)(

𝑘2𝑚 −
𝜔4
𝑚

𝑔2

)

𝑔ℎ
2𝜔𝑗𝜔𝑚

+ 𝑘𝑗𝑘𝑚

[

2 +
𝐶𝑔𝑗

𝑘𝑗𝜔𝑗

(

𝑘2𝑗 −
𝜔4
𝑗

𝑔2

)]

+
𝐶𝑔𝑗𝑘𝑗
𝜔𝑚

(

𝑘2𝑚 −
𝜔4
𝑚

𝑔2

) }

.

(51)

This equation corresponds to equation (5.1) of Stiassnie and Gramstad
(2009) in one dimension. We point out that the original equation,
derived in two dimensions, is not uniquely defined, however in one
spatial dimension such indefiniteness vanishes.
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